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Dataflow Architecture: Advantages and Pitfalls Design Paradigm Shift

StreamTensor Framework

Reduce on-chip buffer utilization 

Reduce external memory access 

Reduce latency & throughput 

Pitfall 1  External Memory 
Access

● Best external memory layout 
matching stream pattern?

● Widen external memory interfaces 
to maximize bandwidth?

Pitfall 3  Kernel Fusion
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Stream Layout/Order Mismatch

● Possible to stream?
● Minimal stream buffer size?
● Global fusion strategy?

Pitfall 4  FIFO Sizing
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Stream Deadlock

● Latency mismatch on different paths 
between two kernels

● Minimal FIFO size to avoid deadlock 
or kernel stall?

Pitfall 2  Inter-kernel Correlation

● Kernel tiling & parallelization?
● Local buffer partition?
● Kernel loop permutation?
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Kernel Correlated

● Manual dataflow kernels, layout converters, 
DMAs, and FIFOs design

● Difficult to find solutions of the pitfalls

● Automate the generation of dataflow kernels, 
layout converters, DMAs, and FIFOs

● Resolve pitfalls through systematic DSE
● Support auto-tuning and external library

Iterative Tensor (itensor) Typing System

● StreamTensor outperforms FPGA LLM accelerators, Allo and DFX, on 
overall latency, generation speed, and TTFT (time to first token).

● As an ADL, Allo follows the traditional dataflow accelerator design 
paradigm, demanding manual efforts for all the dataflow components 
design and comprehension of FIFO sizes, etc.

● StreamTensor outperforms NVIDIA GPU on overall latency, although 
performs worse on TTFT, showing the advantage of dataflow accelerator 
on memory-bound applications (LLM generation).
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0.64x Latency and 1.89x Speed vs. NVIDIA A100 

0.76x Latency and 1.06x Speed vs. SOTA FPGA Accelerator 

Improved Design Productivity and Flexibility 
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